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Synopsis

A general proof is given that the real and imaginary parts of a network function representing a physically realizable network with a distribution of relaxation times satisfy the Kramers-Kronig relations. Conditions on the network function presented in the literature are shown by an example to be too stringent.

There has been considerable interest for some time in the subject of the relationships between the real and imaginary components of physically realizable network functions. These relationships have been employed in connection with complex dielectric constants \(^1\), \(^2\), complex magnetic susceptibilities \(^3\), \(^4\), network functions \(^5\), and scattering matrices \(^6\). In the physical literature, the connection is frequently called the Kramers-Kronig relations, a usage we shall adopt.

The present work shows that a “network function” defined as a certain integral of a distribution function obeys the Kramers-Kronig relations. A simple relationship between the Mellin transforms of the real and imaginary parts of the network function suffices for the validity of the Kramers-Kronig relations on the basis of our treatment, which is essentially formal. The distribution function, \(G(\tau)\), is assumed to represent a distribution of relaxation times. It is normalized so that

\[
\int_0^\infty G(\tau) \, d\tau = 1.
\]

We now define the network function, \(Q(\omega)\), as \(^7\) \(^8\)

\[
Q(\omega) = \int_0^\infty \left[ G(\tau)/(1 + i\omega\tau) \right] \, d\tau.
\]

For definiteness, we shall refer to \(Q\) as the reduced polarization, a quantity introduced by Fuoss and Kirkwood which obeys equation (2). We follow their notation by writing

\[
Q(\omega) = J(\omega) - i \, H(\omega);
\]

consequently,

\[
J(\omega) = \int_0^\infty \left[ G(\tau)/(1 + (\omega\tau)^2) \right] \, d\tau,
\]

and

\[
H(\omega) = \int_0^\infty \left[ (\omega\tau) \, G(\tau)/(1 + (\omega\tau)^2) \right] \, d\tau.
\]
We shall now show that $J(\omega)$ and $H(\omega)$ obey the Kramers-Kronig relationship, and that we may find a distribution function $G(\tau)$ related to a given $J(\omega)$ and $H(\omega)$ by equations (4) and (5) if it is known that $J(\omega)$ and $H(\omega)$ obey the Kramers-Kronig relations.

The most straightforward approach seems to be by way of the Mellin transform $^9$, as shown by the following considerations. Introduce the function

$$K(\tau) = (1 + \tau^2)^{-1}.$$  \hspace{1cm} (6)

Equation (4) then takes the form

$$J(\omega) = \int_0^\infty K(\omega \tau) G(\tau) \, d\tau.$$ \hspace{1cm} (7)

This is a standard form of integral equation $^{10}$ solvable by Mellin transform. The Mellin transform $j(s)$ of the function $J(\omega)$ is defined by the relation

$$j(s) = \int_0^\infty J(\omega) \omega^{s-1} \, d\omega.$$ \hspace{1cm} (8)

The inverse of the Mellin transform is given by

$$J(\omega) = (2\pi i)^{-1} \int_{c-i\infty}^{c+i\infty} j(s) \omega^{-s} \, ds.$$ \hspace{1cm} (9)

Applying the same process to equation (5) yields

$$h(s) = k(1 + s) g (1 - s).$$ \hspace{1cm} (10)

Since it is known that

$$\int_0^\infty [\tau^{s-1}/(1 + \tau^2)] \, d\tau = \frac{\pi}{2} csc \frac{\pi}{2} s,$$  \hspace{1cm} (12)

for our present case we therefore have

$$k(s) = \frac{\pi}{2} csc \frac{\pi}{2} s,$$ \hspace{1cm} (13)

and it is obvious that

$$k(1 \pm s) = \frac{\pi}{2} sec \frac{\pi}{2} s.$$ \hspace{1cm} (14)

Combining the preceding results, we obtain

$$h(s)/j(s) = tan \frac{\pi}{2} s.$$ \hspace{1cm} (15)
It is more interesting to write this result as
\[ h(1 - s)/j(1 - s) = \tan \frac{\pi}{2} (1 - s) = \cot \frac{\pi}{2} s. \] (16)

Denoting the inverse Mellin transform of cot \((\pi/2)s\) by \(\varphi(x)\), we recognize from the similarity of equations (10) and (16) that we have obtained a solution of the integral equation,
\[ H(\omega) = \int_{0}^{\infty} f(\omega x) \varphi(x) \, dx. \] (17)

It is known that
\[ \int_{0}^{\infty} 2 \frac{x^{s-1}}{(1-x^2)} \, dx = \cot \frac{\pi}{2} s; \] (18)
therefore
\[ \varphi(x) = 2\pi^{-1} (1 - x^2)^{-1} \] (19)

Inserting this result in equation (17), we obtain
\[ H(\omega) = \frac{2}{\pi} \int_{0}^{\infty} f(\omega x) (1 - x^2)^{-1} \, dx = \frac{2\omega}{\pi} \int_{0}^{\infty} \left[ f(y)/(\omega^2 - y^2) \right] \, dy \] (20)

This is one of the Kramers-Kronig relations. To obtain the other, we take the reciprocal of equation (16),
\[ \tan \frac{\pi}{2} s = j(1 - s)/h(1 - s), \] (21)
and note that
\[ \cot \frac{\pi}{2} (s + 1) = -\tan \frac{\pi}{2} s. \] (22)

Therefore,
\[ \int_{0}^{\infty} 2\pi^{-1} \left[ x^2/(x^2 - 1) \right] \, dx = \tan \frac{\pi}{2} s, \] (23)
and we conclude that
\[ f(\omega) = \frac{2}{\pi} \int_{0}^{\infty} \frac{H(\omega x) x}{x^2 - 1} \, dx = \frac{2}{\pi} \int_{0}^{\infty} \frac{H(y) y}{y^2 - \omega^2} \, dy. \] (24)

This equation is the other one of the Kramers-Kronig relations. We have thus shown that functions \(f(\omega)\) and \(H(\omega)\) defined by equations (1), (4), and (5) satisfy the Kramers-Kronig relations (20) and (24). It is obvious that we can obtain a distribution function \(G(x)\) by solving equations (10) or (11) for \(g(s)\) and inverting, if we are given \(f(\omega)\) and \(H(\omega)\) satisfying the Kramers-Kronig relations.

B o d e 5) gives a list of conditions to be satisfied by \(Q(\omega)\). These conditions are that \(f(\omega)\) be an even and \(H(\omega)\) an odd function of frequency 12); that there be no singularities in the interior of the lower half-plane; that singularities at any finite point \(\omega_0\) on the real frequency axis be of such a character that \((\omega - \omega_0) Q\) vanishes as \(\omega\) approaches \(\omega_0\); and that \(Q\) be analytic at
infinity. It may be of interest to point out that these requirements are unnecessarily restrictive. A good example is the $H(\omega)$ used by Fuss-Kirkwood and MacDonald\textsuperscript{13},

$$H(\omega) = \text{sech} \left[ a \ln \frac{\omega}{\omega_m} \right] = \frac{2}{(\omega_m/\omega)^a + (\omega/\omega_m)^a}.$$  \hfill (25)

It is evident that this is an odd or even function only for $a$ an odd or even integer, and in the range $0 \leq a \leq 1$ considered by these authors it undergoes a "transition" from one to the other. It is apparent that poles of this function occur for

$$\frac{\omega}{\omega_m} = e^{\pm i\pi/2a},$$  \hfill (26)

so there are poles in the lower half-plane of the complex frequency plane.

By reading a table of Mellin transforms\textsuperscript{14}, we can find pairs of functions satisfying equation (15); so we may make a brief list as follows:

$$\begin{array}{c|c}
H(\omega) & J(\omega) \\
\sin \omega & \cos \omega \\
\text{Si}(\omega) - \frac{\pi}{2} & \text{Ci}(\omega)
\end{array}$$  \hfill (27)

A more extensive table than the one available to the authors might offer further examples.

The present work shows explicitly the reason for the equivalence of the methods of MacDonald\textsuperscript{13}, who used the Kramers-Kronig relation to derive $J(\omega)$ from an $H(\omega)$ of the form (25), and Fuss-Kirkwood\textsuperscript{7}, who first derived a relation between Fourier transforms of $H(\omega)$ and $G(\tau)$, then used the resulting $G(\tau)$ consistent with (25) to obtain $J(\omega)$ from (4). It is perhaps worth mentioning that the present results hold in the limit of a single relaxation time as well as for a distribution of relaxation times. Thus, taking $Q$ as the impedance of the parallel combination of a frequency-independent capacitor and resistor of time constant $\tau_0$, the resulting distribution function is found to be $G(\tau) = \delta(\tau - \tau_0)$.

The principal result of this work is plausible on the basis of physical reasoning, since $Q(\omega)$ may be considered to be the sum of the network functions of a system of networks connected in series, each network containing a resistance and a capacitance in parallel. The Kramers-Kronig relations hold for each sub-network, and the system is linear, so we may expect these equations to be valid for the network as a whole.

Received 23-7-54.
REFERENCES

5) Bode, H. W., Network Analysis and Feedback Amplifier Design (D. van Nostrand and Company, New York, 1945), Ch. XIII and XIV.
10) Reference 9, p. 315.
11) Reference 9, p. 94.
12) Bode's complex frequency $\phi$ is equal to our $\omega$ multiplied by $i$.